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of genomes where the set of genomes describe characteris-
tics of media programs. The method also defines which
genomes in the set of genomes correspond to which topics
in a set of topics. Textual information for a plurality of media
programs and the information are input into a model and the
model is trained to determine a probability distribution of
terms for the set of topics based on analyzing the textual
information and the genome information. The method then
outputs the trained model. The probability distribution of
terms is usable to determine genomes for each of the
plurality of media programs where a genome corresponds to
a topic and is associated with a media program based on
terms found in the textual information for the media pro-
gram and the probability distribution of terms for the topic
correspond to the genome.
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200
T

202//\ Define the keywords for each genome

l

20{//\ Relate the words for each genome to each topic

Specify a number of topics T and a number of

20@//\ genomes L
ZOQ//\ Train the topic model

FIG. 2
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400
TN

40%//\ Galculate a term frequency for each media
program

404 Score the first L topics for each media
YA program

406 Normalize the scores for each media program to
\//\ determine a joint distribution of genomes and
media programs

FIG. 4
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FIG. 5B
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1
TOPIC MODEL BASED MEDIA PROGRAM
GENOME GENERATION

BACKGROUND

A media program genome includes words or phrases that
reflect salient characteristics of a media program, such as a
television show or movie. The genome may not be just a tag
or a keyword because the genome is well-defined and also
synonyms have been removed.

The genome can reflect different aspects of characteris-
tics. For example, the aspects may be divided into factual
aspects and semantic aspects. Factual aspects may not be
very relevant to the storyline of the media program, but
rather present factual information related to the media
program, such as the actor, director, studio, language,
awards, production country, release year, source, and so on.
The semantic aspects may be more relevant to the storyline,
such as comments, genre, mood, story time period, location,
plot, property, score, and so on.

For each aspect, a company may define some words or
phrases as the genome. For example, for the genre aspect,
the words or phrases of Action, Animation, Drama, Comedy,
Western, and Documentary are assigned to the genre aspect.
Each word may be a genome and within each genome, terms
may be assigned for the genome, such as Action is associ-
ated with the terms “action” and “feats”. The process of
assigning words for the genome may be a manual process
and subject to subjective views of the assigner.

SUMMARY

In one embodiment, a method defines information for a
set of genomes where the set of genomes describe charac-
teristics of media programs. The method also defines which
genomes in the set of genomes correspond to which topics
in a set of topics. Textual information for a plurality of media
programs and the information for the set of genomes are
input into a model and the model is trained to determine a
probability distribution of terms for the set of topics based
on analyzing the textual information and the information for
the set of genomes. The method then outputs the trained
model. The probability distribution of terms is usable to
determine genomes for each of the plurality of media
programs where a genome corresponds to a topic and is
associated with a media program based on terms found in the
textual information for the media program and the probabil-
ity distribution of terms for the topic correspond to the
genome.

In one embodiment, a non-transitory computer-readable
storage medium contains instructions, that when executed,
control a computer system to be configured for: defining
information for a set of genomes, the set of genomes
describing characteristics of media programs; defining
which genomes in the set of genomes correspond to which
topics in a set of topics; inputting textual information for a
plurality of media programs and the information for the set
of genomes into a model; training the model to determine a
probability distribution of terms for the set of topics based
on analyzing the textual information and the information for
the set of genomes; and outputting the trained model,
wherein the probability distribution of terms is usable to
determine genomes for each of the plurality of media
programs, wherein a genome corresponds to a topic and is
associated with a media program based on terms found in the
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textual information for the media program and the probabil-
ity distribution of terms for the topic corresponding to the
genome.

In one embodiment, an apparatus includes: one or more
computer processors; and a non-transitory computer-read-
able storage medium comprising instructions, that when
executed, control the one or more computer processors to be
configured for: defining information for a set of genomes,
the set of genomes describing characteristics of media
programs; defining which genomes in the set of genomes
correspond to which topics in a set of topics; inputting
textual information for a plurality of media programs and the
information for the set of genomes into a model; training the
model to determine a probability distribution of terms for the
set of topics based on analyzing the textual information and
the information for the set of genomes; and outputting the
trained model, wherein the probability distribution of terms
is usable to determine genomes for each of the plurality of
media programs, wherein a genome corresponds to a topic
and is associated with a media program based on terms
found in the textual information for the media program and
the probability distribution of terms for the topic corre-
sponding to the genome.

The following detailed description and accompanying
drawings provide a better understanding of the nature and
advantages of particular embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a simplified system for generating a
genome according to one embodiment.

FIG. 2 depicts a simplified flowchart of a method for
training the topic model according to one embodiment.

FIG. 3 shows an example of a trained model output
according to one embodiment.

FIG. 4 depicts a simplified flowchart of a method for
calculating joint probability distribution of media programs
and the genome according to one embodiment.

FIG. 5A shows an example of generating the genome
according to one embodiment.

FIG. 5B shows a chart an example of the joint distribution
of genomes and shows according to one embodiment.

FIG. 6 depicts a video streaming system in communica-
tion with multiple client devices via one or more commu-
nication networks according to one embodiment.

FIG. 7 depicts a diagrammatic view of an apparatus for
viewing video content and advertisements.

DETAILED DESCRIPTION

Described herein are techniques for a genome generation
system. In the following description, for purposes of expla-
nation, numerous examples and specific details are set forth
in order to provide a thorough understanding of particular
embodiments. Particular embodiments as defined by the
claims may include some or all of the features in these
examples alone or in combination with other features
described below, and may further include modifications and
equivalents of the features and concepts described herein.

Particular embodiments use a constrained topic model to
generate a genome for media programs. The system uses a
topic model that determines a probability distribution of
terms for topics found in the media programs. Then, the
system determines a number of topics for each media
program based on the trained topic model. For example, the
system uses a term frequency for terms found in the media
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programs to rank the topics for each media program. The top
ranked topics are then considered the genomes for each
media program.

System Overview

FIG. 1 depicts a simplified system 100 for generating
genomes according to one embodiment. System 100
includes a topic model trainer 102 and a genome determiner
104. Topic model trainer 102 may receive information for
media programs and domain knowledge (e.g., keywords for
genomes), and output a trained topic model. The media
program information may be textual information about
various media programs, which may include storylines,
captions, comments about the media program, a synopsis of
the media program, or other relevant information for the
media program. In one example, the media program is a
video and the textual information is a synopsis of the
storyline, comments from users, a transcript of the dialogue,
etc. Topic model trainer 102 receives the textual information
and genome keywords, and trains the topic model.

Genome determiner 104 receives the trained topic model
and outputs a genome-media program joint distribution. As
discussed above, the genome may include words or phrases
that reflect characteristics of the media program. In one
embodiment, one genome for a media program is expressed
as one topic determined by the trained topic model. The
media program may also be associated with multiple
genomes. The trained topic model may output a probability
distribution for terms (e.g., word or phrase) found in the
topic. For example, the topic of “Action” may be associated
with the words action, feats, fight, violence, chase, struggle,
etc. The topic model includes a probability distribution for
the words in the topic. The probability distribution assigns a
probability for each word or term in the topic. As discussed
above, the genome may be a word or a phrase. The genome’s
concept can be expressed by the terms in its corresponding
topic. Genome determiner 104 then takes a term frequency
(e.g., anumber of times a word or phrase occurs in the media
program) in each media program and applies the term
frequency to the trained topic model. This scores or ranks the
topics with respect to each media program. For example, if
a media program includes a term that is used a lot, and that
term is mainly in the Action topic, then the Action topic may
be highly rated. Then, genome determiner 104 determines
the top-rated topics for each media program based on the
applying of the term frequency to the trained topic model.
The topics can be related to the genomes for the media
program. Thus, the top-rated topics are the genome for the
media program. In one embodiment, genome determiner 104
determines a joint probability distribution function of media
programs and genomes as will be described in more detail
below. For the joint probability function, given at least two
random variables X, Y, . . ., that are defined on a probability
space, the joint probability distribution for X, Y, . . . is a
probability distribution that gives the probability that each of
X.Y, ... falls in any particular range or discrete set of values
specified for that variable. In this case, the random variables
may be the media program and genome.

To train the topic model, a corpus may be input into the
model. The corpus may be several documents. In one
embodiment, each document D may correspond to a media
program. For example, a description of the media program
includes textual information that may be a word combina-
tion. Each word W may be considered an element of the
document. Also, each media program may have a different
description based on the media program. For example, a
movie #1 has a different description of actors and plot than
a movie #2. Topic model trainer 102 then trains the topic
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model to determine topics T for the corpus. The trained topic
model extracts latent topic structures of the corpus. The
topics are latent in that they are not explicitly defined in the
documents. For example, topic model trainer 102 makes use
of word co-occurrence in each document to train the model.
The trained topic model may be viewed as a soft clustering
of documents into several topics. A document may also
spread to more than one cluster. For example, a document
contains several words and the document’s content may
contain multiple topics. A topic expresses the meaning of the
document and a document may have more than one topic.
Also, a topic is composed by some related words. That is, a
topic is a probability distribution of unique words in the
corpus.

To generate the genomes for each media program, certain
requirements and assumptions are used. For example, a
media program corresponds to a document and genomes
correspond to specific topics. The media program is a
probability distribution of topics then. Particular embodi-
ments specify certain information such that the topic model
may be used to generate the genomes. For example, in the
genome generation, topic model trainer 102 may specify the
genome-topic correspondence, specify which words should
or should not have a high probability in a specific topic, and
prevent small topics from being subsumed by large topics.
The training of the topic model combines the three require-
ments above, which can be used to generate the genomes for
the media programs. In training the topic model, topic model
trainer 102 may receive a specification of words that are
included in a topic. Also, topic model trainer 102 may
receive a specification of words that must co-occur in the
same topic or cannot occur in the same topic. This uses
domain knowledge to generate the genome. Further, the
topic size is adaptive to the corpus. For example, a small
topic may correspond to a small concept, such as high school
volleyball championship. The small topic may contain only
10 words with 30 occurrences in the corpus in total. Another
very big topic may be the World Cup of Soccer, which
contains more than 100 words with more than 1000 occur-
rences in the corpus in total. If different topics are assumed
to have similar size, this assumption enforces the words
from large concept to leak into the small concepts. This
phenomenon is that small topic can be submerged by large
topic. However, in particular embodiments, this restriction
can be removed by importing more relaxation in the topic
model as described below.

The above allows topic model trainer 102 to output a
trained topic model that can be used to determine the
genomes for media programs. For example, the trained topic
model provides a probability distribution of terms for topics.
Then, genome determiner 104 may determine the highest
ranked topics for each media program. For example, based
on the term frequency found in each document associated
with a media program, genome determiner 104 may score
each term in the topics based on term frequency for each
media program. Then, genome determiner 104 may normal-
ize the result and take the top number of topics based on the
scores for each media program. The topics associated with
each media program constitute the genomes for the media
program. In one embodiment, the scores between topics and
the media programs provide a joint distribution of media
programs and genomes.

The output of genome determiner 104 may provide the
joint probability distribution that a genome belongs to the
media program. This joint probability distribution may be
used to provide various services. For example, the joint
probability distribution the genome applies to the media
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program may be used in personalization, recommendation,
and search. For example, if a company providing a service
for sending media programs to users would like to have a
group or tray on the website associated with the genre
Action, the company may determine the top ten videos that
have the highest probability of having the genome Action.
These videos are displayed in the tray. Using the genome,
the videos displayed may the highest probability of being
relevant to the genre Action.

Model Training

FIG. 2 depicts a simplified flowchart 200 of a method for
training the topic model according to one embodiment. At
202, topic model trainer 102 receives the keywords for each
genome. For example, topic model trainer 102 may receive
input from a user that specifies keywords that are related to
each genome. The keywords may be determined based on
domain knowledge, which may be knowledge a company
gleans from providing the company’s service for sending
videos or media programs to users. For example, the key-
words of action may be related to the genre Action, the
keyword adventurous may be related to the genre Adven-
ture, etc. These words are some initial terms for the genome
corresponded topic. Setting some initial terms helps the
topic model find all the terms that related to the genome in
the topic. Further, using domain knowledge to specify the
keywords may provide more accurate training of the topic
model for the purpose desired. That is, the trained topic
model finds terms that are considered more related to the
topic based on the specified terms due to the use of domain
knowledge.

At 204, topic model trainer 102 relates the words for each
genome to each topic. This relates a genome to a topic. For
example, the words defined in 202 for each genome are
associated with a topic. In one embodiment, topic model
trainer 102 may receive input from a user that relates the
words of each genome to a topic. The relationship may be
determined based on domain knowledge, such as a company
may determine the topics and also the relationship of topics
to genomes based on its knowledge of sending videos to
users.

At 206, topic model trainer 102 specifies a number of
topics T and a number of genomes L. In one embodiment,
the topic number T should be larger than the genome number
L. This means that there may be more topics found than
genomes that are defined for all media programs. That is,
even though a probability distribution of 50 topics is asso-
ciated with a video, only 30 of the topics are used in the
genome for the video. This is because not all words occur in
the textural information are related to the defined genomes.
One example is the common words or functional words.
Additional topics may act as a place to carry other words.

At 208, topic model trainer 102 trains the topic model. For
example, topic model trainer 102 receives the textual infor-
mation for media programs as input to the topic model.
Topic model trainer 102 may find new topics and also use
the specified topics. The output from the topic model is a
trained topic model that includes a probability distribution of
terms for topics found in the textual information. The
probability distribution of terms in the topics includes a
word distribution for each topic. One word may occur in
several topics since it may contain different meanings, such
as ‘apple’.

FIG. 3 shows an example of a trained model output
according to one embodiment. At 302, various genre aspects
are listed of Action, Adventure, . . . , and Western. Each
genre is a topic and corresponds to a genome.
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At 304, a distribution of words (e.g., terms) is listed for
each genome. The distribution of words includes probabili-
ties that are associated with each word. For example, for the
Action genome, the words action: 0.23, feats: 0.16, fight:
0.15, violence: 0.09, chase 0.09, struggle: 0.07, etc. are
provided. The numbers after the words represent the con-
tribution (e.g., probability) of the word to the genome. For
the term “feats” in the genome Action, the term contributes
a 16% probability to the genome Action from the terms
listed in the genome Action. Also, in one embodiment, the
term action may have been specified for the genome Action
in this case as was described in 202 and 204 in FIG. 2, but
the topic model may have determined the word “feats” as
being part of the topic Action. The topic model uses word
co-occurrence information determined from the corpus to
determine the words in each topic and the probability
distribution. The co-occurrence may be the concurrence/
coincidence or the frequent occurrence of two terms from
the corpus alongside each other in a certain order. Co-
occurrence can be interpreted as an indicator of semantic
proximity or an idiomatic expression. The topic model
exploits the co-occurrence to determine terms for each topic.
Genome Generation

Once topic model trainer 102 determines the trained topic
model, genome determiner 104 may generate the genome
for the media programs. FIG. 400 depicts a simplified
flowchart of a method for calculating joint probability
distribution of media programs and the genome according to
one embodiment. At 402, genome determiner 104 calculates
a term frequency for each media program. For example,
genome determiner 104 determines how many times each
word occurs in the textual information for each media
program. In one example, genome determiner 104 only
determines the term frequency for specific words and not
every word in the textual information.

At 404, genome determiner 104 scores the first L topics
for each media program. As described above, the number of
genomes that was specified is the number L. Thus, genome
determiner 104 determines the first L topics corresponding
to genomes that are determined for each media program.
This narrows the number of topics to the desired number of
genomes. The scoring is based on the term frequency and
which topics the terms are associated with. For example, a
term may occur five times for a video. If that term is found
in a topic, then genome determiner 104 scores the topic
based on the frequency of five occurrences and the prob-
ability for the term assigned by the trained model. For
example, 5 occurrences of the word feats yields 5#0.16=0.90
score for the term feats in the topic Action for the media
program. In one example, the higher the term frequency
means the higher probability the topic is associated with the
media program.

At 406, genome determiner 104 normalizes the scores for
each media program to determine a joint distribution of
genomes and media programs. The normalization removes
any popularity skew from the scores that may occur because
a media program is popular. For example, a media program
may be very popular and thus may have the term frequency
be higher. The normalization removes the popularity by
considering the marginal distribution of media programs to
be uniform. In other words, media programs are equal in
front of genome. As described above, each topic is associ-
ated with a genome. Thus, the joint distribution of media
programs and topics may be the probability that a genome
belongs to a media program.

FIG. 5A shows an example of generating the genome
according to one embodiment. A trained model 500 includes
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a topic in each row 502-1-502-T. Each topic includes terms
504-1-504-T. For example, the topic in row 502-1 includes
terms 504-1. These are terms that the topic model deter-
mined were associated with this topic based on an analysis
of the textual information for the media programs.

A chart 506 shows a term frequency for each media
program. For example, each column 508-1-508-N is asso-
ciated with a media program and includes the term frequen-
cies 509-1-509-N for multiple terms in each respective
media program. In one example, for media program #1, the
term “feats” is found 5 times. Also, for media program #2,
the term “feats” is found 8 times.

When applying the term frequency to the trained model,
genome determiner 104 may multiply the frequency for a
term by the probability for the term in the model. Although
a multiplication is discussed, other operations may be per-
formed to apply the term frequency to the probability. In one
example, if a media program #1 includes five instances of
the word feats, then the probability that of feats is increased
five times (5%0.16). Also, if a media program #2 includes
eight instances of the word feats, then the probability that of
feats is increased eight times (8*0.16). This calculation is
performed for each of the terms of media program #1 (and
all other media programs).

A chart 512 shows a normalization of applying the term
frequency to the trained model. As discussed above, the
normalization may adjust the values to a common scale to
account for irregularities, such as popularity of a media
program. Also, chart 512 includes the top L topics. This is
the number of genomes that are desired. By relating
genomes to topics and documents to media programs, chart
512 provides a joint distribution of genomes and media
programs. FIG. 5B shows a chart 550 an example of the joint
distribution of genomes and shows according to one

embodiment. Columns 552-1, 552-2, . . ., 552-N show
different videos of Video #1, Video #2, . . ., and Video #N.
Also, rows 554-1, 554-2, . . . , 554-N show different

genomes of Action, Adventure, . . ., and Western. For each
genome, the joint probability distribution for the genome
and the media programs is shown. For example, in row
554-1, for the genome Action, the joint probability for Video
#1 is 0.56, 0.03 for Video #2, and 0.26 for Video #N. In this
case, the genome Action is more likely applicable to Video
#1 than Video #2 or Video #N due to having a higher score.
The higher score may be due to Video #1 including more
terms found in the topic Action, and/or a higher term
frequency for the terms found in the topic Action. Also,
Video #N may have a higher probability that the genome
Adventure is applicable to it due to having a higher score
(0.68) than the other videos. The joint distribution is listed
for each genome and the media programs.

In one example, a media program may have the words
action, adventurous, and energetic in the textual informa-
tion. In this case, the genome for the joint distribution for the
genome of the media program may list action and adventure
with a high probability due to the words action, adventurous,
and energetic being associated with the media program.
However, because no words in the media program found in
the western genome in the textual information, the western
genome may have a lower probability being associated with
the media program.

Example Algorithm

To train the topic model, particular embodiments may use
two approaches: variational inference and Gibbs sampling.
The algorithm uses Gibbs sampling, but variational infer-
ence may be used or other approaches. In Gibbs sampling,
the updating rule is the key formulation. The probability of
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a topic (e.g., a topic index identifying the topic) for a current
word (n” words in d” document) z,” given all words W,
topic indexes for all words but current word Z_,,, and some
hyper-parameters h, ie. P(z,“=tIW,7_ a1, should be
updated during the iterative sampling.

The following is a first algorithm to determine the topic
model,

Pz, D=11W,Z_; 0 p)eP(w, P=vr, D=t W _; 7 , .
BIP(z, P =tZ_g,0) ’

where the first item on the right is

Nydm e g1V

PO =v |29 =1, Weap, Zap B N p
t

and the second item is

N&"+a/T

P =11 Zeam @)« P

where N, ~%" is the number of words except the current one
which are v and belong to topic t, N,”*" is the number of
words except the current one which belong to topic t.
N, %" is the number of words except the current one which
are in document d and belong to topic t. N, is the number of
documents in corpus. T is the number of topics.

The following second algorithm prevents small topics
from submerged by large topics. In this case, only the second

item is different from the first algorithm:

N7l T
Ny s o T

wW-1+ao
Pl =4Z g, 0, a')

Ng-1+a

where W is the number of words in corpus. The second
algorithm introduces hyper-parameter o' to relax the model
and prevent small topics from submerged by large topics.

The following third algorithm allows words to be asso-
ciated with topic indexes. In this case, only the first item is
different from the first algorithm:

Ny ™+ BV
PO D =z =1, W 24 B)

SGEC, D)

Ny 4

where 8(teC,,?) restricts z,“=t to a subset of values C,
which is a set of topic indexes. In other words, the n” words
in d”* document should only belong to topics in C,‘?. Thus,
the third algorithm associates words with topic indexes.

The following fourth algorithm allows domain knowledge
to be incorporated into the model and also relationships
between words can be specified. In this case, only the first
item is different from the first algorithm:

,YtCl(.wi) n n-i,tc (s

P =z, @ = t, W Zam qrp) *| 1
i ! e SEL(10) Ekec/(s)(‘{z(k) +n®)
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where i is the global index of the n” words in d” document,
and q,., are Dirichlet trees modeled by y and f. I(11)
denotes the subset of internal nodes in topic t’s Dirichlet tree
that are ancestor of leaf w,. C,(s|1) is the unique node that
is s’s immediate child and an ancestor of w, (including w,
itself). The fourth algorithm adopts Dirichlet forest as prior
distribution of parameter ¢ (which is the word distribution of
each topic) instead of Dirichlet distribution. Thus, domain
knowledge can be incorporated into the topic model. For
example, particular embodiments can specify that ‘apple’
and ‘orange’ co-occur with a high probability in a same
topic, and ‘apple’ and ‘football’ do not to co-occur in a same
topic. Different rules of domain knowledge lead to different
tree structures.

Particular embodiments combine algorithms 2, 3, and 4
into one:
The first item is the combination of those of third algorithm
and the fourth algorithm:

POV =v 2D =1, Woyp, Zodp, qur)

Cy(sbi)
—i,t

(k) (k)
sl (M) Z (% +”—i,r)
keCyls)

Cy(sli)
b7

8 e )

and the second item is that of second algorithm:

Ny v/ T
W-1+o
Nd—1+01

N,Tdd'" +a
PP =11 Z g o, @)

Thus, the updating rule of the topic model based on the first
algorithm becomes:

PP =t W, Z g h)

o Pz, D =17 gy &, VPO @ =312, = 1, W0, Z g 91:0)

N N4+ ol/T ]
W —_— P h
i|d a 71+ tht(sm + n.i,zcl(m)
x I T G S
Ny-l+a SEL(N) Srecm® +n,P)

System Overview

Features and aspects as disclosed herein may be imple-
mented in conjunction with a video streaming system 600 in
communication with multiple client devices via one or more
communication networks as shown in FIG. 6. Aspects of the
video streaming system 600 are described merely to provide
an example of an application for enabling distribution of
content prepared according to the present disclosure. It
should be appreciated that the present technology is not
limited to streaming video applications, and may be adapted
for other applications.

Video data may be obtained from one or more sources for
example, from a video source 610, for use as input to a video
content server 602. The input video data may comprise raw
or edited frame-based video data in any suitable digital
format, for example, MPEG-1, MPEG-2, MPEG-4, VC-1, or
other format. In an alternative, a video may be provided in
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a non-digital format and converted to digital format using a
scanner and/or transcoder. The input video data may com-
prise video clips or programs of various types, for example,
television episodes, motion pictures, and other content pro-
duced as primary content of interest to consumers.

The video streaming system 600 may include one or more
computer servers or modules 602, 604, and/or 607 distrib-
uted over one or more computers. Each server 602, 604, 607
may include, or may be operatively coupled to, one or more
data stores 609, for example databases, indexes, files, or
other data structures. A video content server 602 may access
a data store (not shown) of various video segments. The
video content server 602 may serve the video segments as
directed by a user interface controller communicating with
a client device. As used herein, a video segment refers to a
definite portion of frame-based video data, such as may be
used in a streaming video session to view a television
episode, motion picture, recorded live performance, or other
video content.

In some embodiments, a video advertising server 604 may
access a data store of relatively short videos (e.g., 10 second,
30 second, or 60 second video advertisements) configured as
advertising for a particular advertiser or message. The
advertising may be provided for an advertiser in exchange
for payment of some kind, or may comprise a promotional
message for the system 600, a public service message, or
some other information. The video advertising server 604
may serve the video advertising segments as directed by a
user interface controller (not shown).

The video streaming system 600 also may include system
100 for determining the genome for the media programs.

The video streaming system 600 may further include an
integration and streaming component 607 that integrates
video content and video advertising into a streaming video
segment. For example, streaming component 607 may be a
content server or streaming media server. A controller (not
shown) may determine the selection or configuration of
advertising in the streaming video based on any suitable
algorithm or process. The video streaming system 600 may
include other modules or units not depicted in FIG. 6, for
example administrative servers, commerce servers, network
infrastructure, advertising selection engines, and so forth.

The video streaming system 600 may connect to a data
communication network 612. A data communication net-
work 612 may comprise a local area network (LAN), a wide
area network (WAN), for example, the Internet, a telephone
network, a wireless cellular telecommunications network
(WCS) 614, or some combination of these or similar net-
works.

One or more client devices may be in communication
with the video streaming system 600, via the data commu-
nication network 612 and/or other network 614. Such client
devices may include, for example, one or more laptop
computers 622, desktop computers 620, “smart” mobile
phones 627, notepad devices 624, network-enabled televi-
sions 628, or combinations thereof, via a router 618 for a
LAN, via a base station 616 for a wireless telephony
network 614, or via some other connection. In operation,
such client devices 620, 622, 624, 627, or 628 may send and
receive data or instructions to the system 600, in response to
user input received from user input devices or other input. In
response, the system 600 may serve video segments and
metadata from the data store 609 responsive to selection of
interactive links to the client devices 620, 622, 624, 627, or
628 and customize the additional content based on param-
eters of the client devices, for example respective geo-
graphic locations of the client devices, or demographic
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information concerning respective users of the client
devices. The devices 620, 622, 624, 627, or 628 may output
interactive video content from the streaming video segment
using a display screen, projector, or other video output
device, and receive user input for interacting with the video
content.

Distribution of audio-video data may be implemented
from streaming component 607 to remote client devices over
computer networks, telecommunications networks, and
combinations of such networks, using various methods, for
example streaming. In streaming, a content server streams
audio-video data continuously to a media player component
operating at least partly on the client device, which may play
the audio-video data concurrently with receiving the stream-
ing data from the server. Although streaming is discussed,
other methods of delivery may be used. The media player
component may initiate play of the video data immediately
after receiving an initial portion of the data from the content
provider. Traditional streaming techniques use a single pro-
vider delivering a stream of data to a set of end users. High
bandwidths and processing power may be required to deliver
a single stream to a large audience, and the required band-
width of the provider may increase as the number of end
users increases.

Streaming media can be delivered on-demand or live.
Streaming enables immediate playback at any point within
the file. End-users may skip through the media file to start
playback or change playback to any point in the media file.
Hence, the end-user does not need to wait for the file to
progressively download. Typically, streaming media is
delivered from a few dedicated servers having high band-
width capabilities via a specialized device that accepts
requests for video files, and with information about the
format, bandwidth and structure of those files, delivers just
the amount of data necessary to play the video, at the rate
needed to play it. Streaming media servers may also account
for the transmission bandwidth and capabilities of the media
player on the destination client. Unlike the web server, the
streaming component 607 may communicate with the client
device using control messages and data messages to adjust
to changing network conditions as the video is played. These
control messages can include commands for enabling con-
trol functions such as fast forward, fast reverse, pausing, or
seeking to a particular part of the file at the client.

Since streaming component 607 transmits video data only
as needed and at the rate that is needed, precise control over
the number of streams served can be maintained. The viewer
will not be able to view high data rate videos over a lower
data rate transmission medium. However, streaming media
servers (1) provide users random access to the video file, (2)
allow monitoring of who is viewing what video programs
and how long they are watched (3) use transmission band-
width more efficiently, since only the amount of data
required to support the viewing experience is transmitted,
and (4) the video file is not stored in the viewer’s computer,
but discarded by the media player, thus allowing more
control over the content.

Streaming component 607 may use HT'TP and TCP to
deliver video streams, but generally use RSTP (real time
streaming protocol) and UDP (user datagram protocol).
These protocols permit control messages and save band-
width by reducing overhead. Unlike TCP, when data is
dropped during transmission, UDP does not transmit resent
requests. Instead, the server continues to send data. Stream-
ing component 607 can also deliver live webcasts and can
multicast, which allows more than one client to tune into a
single stream, thus saving bandwidth. Streaming media
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players may not rely on buffering to provide random access
to any point in the media program. Instead, this is accom-
plished through the use of control messages transmitted
from the media player to the streaming media server.
Another protocol used for streaming is hypertext transfer
protocol (HTTP) live streaming (HLS). The HLS protocol
delivers video over HTTP via a playlist of small segments
that are made available in a variety of bitrates typically from
one or more content delivery networks (CDNs). This allows
amedia player to switch both bitrates and content sources on
a segment-by-segment basis. The switching helps compen-
sate for network bandwidth variances and also infrastructure
failures that may occur during playback of the video.

The delivery of video content by streaming may be
accomplished under a variety of models. In one model, the
user pays for the viewing of each video program, for
example, using a pay-per-view service. In another model
widely adopted by broadcast television shortly after its
inception, sponsors pay for the presentation of the media
program in exchange for the right to present advertisements
during or adjacent to the presentation of the program. In
some models, advertisements are inserted at predetermined
times in a video program, which times may be referred to as
“ad slots” or “ad breaks.” With streaming video, the media
player may be configured so that the client device cannot
play the video without also playing predetermined adver-
tisements during the designated ad slots.

Output from a media player on the client device may
occupy only a portion of total screen area available on a
client device, particularly when bandwidth limitations
restrict the resolution of streaming video. Although media
players often include a “full screen” viewing option, many
users prefer to watch video in a display area smaller than full
screen, depending on the available video resolution. Accord-
ingly, the video may appear in a relatively small area or
window of an available display area, leaving unused areas.
A video provider may occupy the unused area with other
content or interface objects, including additional advertis-
ing, such as, for example, banner ads. Banner ads or similar
additional content may be provided with links to an addi-
tional web site or page, so that when a user “clicks on” or
otherwise selects the banner ad, the additional web site or
page opens in a new window.

Referring to FIG. 7, a diagrammatic view of an apparatus
700 for viewing video content and advertisements is illus-
trated. In selected embodiments, the apparatus 700 may
include a processor (CPU) 702 operatively coupled to a
processor memory 704, which holds binary-coded func-
tional modules for execution by the processor 702. Such
functional modules may include an operating system 706 for
handling system functions such as input/output and memory
access, a browser 708 to display web pages, and media
player 710 for playing video. The memory 704 may hold
additional modules not shown in FIG. 7, for example
modules for performing other operations described else-
where herein.

A bus 714 or other communication component may
support communication of information within the apparatus
700. The processor 702 may be a specialized or dedicated
microprocessor configured to perform particular tasks in
accordance with the features and aspects disclosed herein by
executing machine-readable software code defining the par-
ticular tasks. Processor memory 704 (e.g., random access
memory (RAM) or other dynamic storage device) may be
connected to the bus 714 or directly to the processor 702,
and store information and instructions to be executed by a
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processor 702. The memory 704 may also store temporary
variables or other intermediate information during execution
of such instructions.

A computer-readable medium in a storage device 724 may
be connected to the bus 714 and store static information and
instructions for the processor 702; for example, the storage
device (CRM) 724 may store the modules 706, 708, 710 and
712 when the apparatus 700 is powered off, from which the
modules may be loaded into the processor memory 704
when the apparatus 700 is powered up. The storage device
724 may include a non-transitory computer-readable storage
medium holding information, instructions, or some combi-
nation thereof, for example instructions that when executed
by the processor 702, cause the apparatus 700 to be config-
ured to perform one or more operations of a method as
described herein.

A communication interface 716 may also be connected to
the bus 714. The communication interface 716 may provide
or support two-way data communication between the appa-
ratus 700 and one or more external devices, e.g., the stream-
ing system 600, optionally via a router/'modem 726 and a
wired or wireless connection 725. In the alternative, or in
addition, the apparatus 700 may include a transceiver 718
connected to an antenna 728, through which the apparatus
700 may communicate wirelessly with a base station for a
wireless communication system or with the router/modem
726. In the alternative, the apparatus 700 may communicate
with a video streaming system 600 via a local area network,
virtual private network, or other network. In another alter-
native, the apparatus 700 may be incorporated as a module
or component of the system 600 and communicate with
other components via the bus 714 or by some other modality.

The apparatus 700 may be connected (e.g., via the bus 714
and graphics processing unit 720) to a display unit 728. A
display 728 may include any suitable configuration for
displaying information to an operator of the apparatus 700.
For example, a display 728 may include or utilize a liquid
crystal display (LCD), touchscreen LCD (e.g., capacitive
display), light emitting diode (LED) display, projector, or
other display device to present information to a user of the
apparatus 700 in a visual display.

One or more input devices 730 (e.g., an alphanumeric
keyboard, microphone, keypad, remote controller, game
controller, camera or camera array) may be connected to the
bus 714 via a user input port 722 to communicate informa-
tion and commands to the apparatus 700. In selected
embodiments, an input device 730 may provide or support
control over the positioning of a cursor. Such a cursor
control device, also called a pointing device, may be con-
figured as a mouse, a trackball, a track pad, touch screen,
cursor direction keys or other device for receiving or track-
ing physical movement and translating the movement into
electrical signals indicating cursor movement. The cursor
control device may be incorporated into the display unit 728,
for example using a touch sensitive screen. A cursor control
device may communicate direction information and com-
mand selections to the processor 702 and control cursor
movement on the display 728. A cursor control device may
have two or more degrees of freedom, for example allowing
the device to specify cursor positions in a plane or three-
dimensional space.

Particular embodiments may be implemented in a non-
transitory computer-readable storage medium for use by or
in connection with the instruction execution system, appa-
ratus, system, or machine. The computer-readable storage
medium contains instructions for controlling a computer
system to perform a method described by particular embodi-
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ments. The computer system may include one or more
computing devices. The instructions, when executed by one
or more computer processors, may be configured to perform
that which is described in particular embodiments.

As used in the description herein and throughout the
claims that follow, “a”, “an”, and “the” includes plural
references unless the context clearly dictates otherwise.
Also, as used in the description herein and throughout the
claims that follow, the meaning of “in” includes “in” and
“on” unless the context clearly dictates otherwise.

The above description illustrates various embodiments
along with examples of how aspects of particular embodi-
ments may be implemented. The above examples and
embodiments should not be deemed to be the only embodi-
ments, and are presented to illustrate the flexibility and
advantages of particular embodiments as defined by the
following claims. Based on the above disclosure and the
following claims, other arrangements, embodiments, imple-
mentations and equivalents may be employed without
departing from the scope hereof as defined by the claims.

What is claimed is:

1. A method comprising:

defining, by a computing device, information for a set of

genomes, the set of genomes describing characteristics
of media programs;

defining, by the computing device, which genomes in the

set of genomes correspond to which topics in a set of
topics;

inputting, by the computing device, textual information

for a plurality of media programs and the information
for the set of genomes into a model;

training, by the computing device, the model to determine

a probability distribution of terms for the set of topics
based on analyzing the textual information and the
information for the set of genomes, wherein training
comprises incorporation a parameter that prevents top-
ics from being submerged by other topics that are larger
via a first item in the model; and

outputting, by the computing device, the trained model,

wherein the probability distribution of terms is usable
to determine genomes for each of the plurality of media
programs, wherein a genome corresponds to a topic and
is associated with a media program based on terms
found in the textual information for the media program
and the probability distribution of terms for the topic
corresponding to the genome.

2. The method of claim 1, further comprising scoring, by
the computing device, terms for each of the plurality of
media programs based on the trained model to rank topics
for each media program.

3. The method of claim 2, wherein scoring comprises:

determining, by the computing device, a term frequency

for terms found in the textual information for each
media program; and

scoring, by the computing device, the topics for each

media program based on the probability distribution of
terms for the set of topics in the trained model and the
corresponding term frequency.

4. The method of claim 3, further comprising normalizing,
by the computing device, the scoring of the topics.

5. The method of claim 3, further comprising selecting, by
the computing device, a number of highest scored topics for
each media program as the genomes for each media pro-
gram.

6. The method of claim 1, wherein a joint distribution
function of a plurality of media programs and the genomes
is determined.
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7. The method of claim 6, wherein the joint distribution
function comprises a joint probability the genome applies to
the media program among the plurality of media programs.

8. The method of claim 1, wherein the textual information
describes the media program based on content of the media
program.

9. The method of claim 1, wherein defining information
for the set of genomes comprises defining, by the computing
device, the parameter for the model such that smaller topics
are not submerged by larger topics.

10. The method of claim 1, wherein defining information
for the set of genomes comprises defining, by the computing
device, a term that is associated with a topic based on
domain knowledge.

11. The method of claim 1, wherein defining information
for the set of genomes comprises defining, by the computing
device, terms that co-occur in a topic or cannot occur in the
topic based on domain knowledge.

12. The method of claim 1, wherein training the model
comprises determining, by the computing device, other
terms to associate with the set of topics based on term
co-occurrence in the textual information.

13. The method of claim 1, wherein the model comprises:

PED = 1| W, Z g, b)
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—dn |
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Ne—-l+a Z (9 )
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where Z is a current word, n is an n” word, d is a d”
document, t is a topic, W is a number of words in a
corpus, h is a hyper-parameter, T is a number of topics,
and C is a set of topic indexes.

14. The method of claim 1, wherein training comprises:

incorporating words that belong to the topic in the model
via a second item in the model.

15. The method of claim 14, wherein training comprises:

incorporating relationships between words that are asso-
ciated with topics via a third item in the model.

16. A non-transitory computer-readable storage medium
containing instructions, that when executed, control a com-
puter system to be configured for:

defining information for a set of genomes, the set of
genomes describing characteristics of media programs;

defining which genomes in the set of genomes correspond
to which topics in a set of topics;

inputting textual information for a plurality of media
programs and the information for the set of genomes
into a model;

training the model to determine a probability distribution
of terms for the set of topics based on analyzing the
textual information and the information for the set of
genomes, wherein training comprises incorporating a
parameter that prevents topics from being submerged
by other topics that are larger via a first item in the
model; and

outputting the trained model, wherein the probability
distribution of terms is usable to determine genomes for
each of the plurality of media programs, wherein a
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genome corresponds to a topic and is associated with a
media program based on terms found in the textual
information for the media program and the probability
distribution of terms for the topic corresponding to the
genome.
17. The non-transitory computer-readable storage
medium of claim 16, further configured for scoring terms for
each of the plurality of media programs based on the trained
model to rank topics for each media program.
18. The non-transitory computer-readable
medium of claim 17, wherein scoring comprises:
determining a term frequency for terms found in the
textual information for each media program; and

scoring the topics for each media program based on the
probability distribution of terms for the set of topics in
the trained model and the corresponding term fre-
quency.

19. The non-transitory computer-readable storage
medium of claim 18, further comprising selecting a number
of highest scored topics for each media program as the
genomes for each media program.

20. The non-transitory computer-readable storage
medium of claim 16, wherein the model is configured such
that smaller topics are not submerged by larger topics.

21. The non-transitory computer-readable storage
medium of claim 16, wherein defining information for the
set of genomes comprises defining a term that is associated
with a topic based on domain knowledge.

22. The non-transitory computer-readable storage
medium of claim 16, wherein defining information for the
set of genomes comprises defining terms that co-occur in a
topic or cannot occur in the topic based on domain knowl-
edge.

23. An apparatus comprising:

one or more computer processors; and

a non-transitory computer-readable storage medium com-

prising instructions, that when executed, control the
one or more computer processors to be configured for:
defining information for a set of genomes, the set of
genomes describing characteristics of media programs;
defining which genomes in the set of genomes correspond
to which topics in a set of topics;
inputting textual information for a plurality of media
programs and the information for the set of genomes
into a model;

training the model to determine a probability distribution

of terms for the set of topics based on analyzing the
textual information and the information for the set of
genomes, wherein training comprises incorporating a
parameter that prevents topics from being submerged
by other topics that are larger via a first item in the
model; and

outputting the trained model, wherein the probability

distribution of terms is usable to determine genomes for
each of the plurality of media programs, wherein a
genome corresponds to a topic and is associated with a
media program based on terms found in the textual
information for the media program and the probability
distribution of terms for the topic corresponding to the
genome.

storage
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